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Abstract

This paper describes a method for creating photo-
realistic three-dimensional (3D) models of real-world en-
vironments in real-time for the purpose of improving and
extending the capabilities of vehicle tele-operation. Our
approach utilizes the combined data from a laser scanner
(for modeling 3D geometry) and a video camera (for mod-
eling surface appearance). The sensors are mounted on a
moving vehicle platform, and a photo-realistic 3D model
of the vehicle’s environment is generated and displayed to
the remote operator in real time. Our model consists of
three main components: a textured ground surface, tex-
tured or colorized non-ground objects, and a textured back-
ground for representing regions beyond the laser scanner’s
sensing horizon. Our approach enables many unique ca-
pabilities for vehicle tele-operation, including viewing the
scene from virtual viewpoints (e.g., behind the vehicle or
top down), seamless augmentation of the environment with
digital objects, and improved robustness to transmission la-
tencies and data dropouts.

1. Introduction

The advent of relatively low-cost laser scanners has en-
abled the accurate geometric modeling of three-dimensional
(3D) environments for various purposes. The addition of
imagery from a digital camera enables photo-realistic mod-
eling for visualization or analysis. For example, city mod-
eling applications often use laser scanners and cameras
mounted on a moving vehicle to create realistic 3D mod-
els of urban environments [2, 6, 4]. Due to computational
demands, these models are created in an off-line procedure,
rather than in real-time.

In this paper, we approach the 3D environment model-
ing problem from the opposite direction, focusing on cre-
ating a realistic 3D model online and in real-time rather
than as an off-line, batch process. Such an approach has

immediate and obvious applications for tele-presence and
tele-operation. Our focus is on the benefits and improved
capabilities of this approach for tele-operating vehicles in
outdoor environments. Conventional tele-operation works
by transmitting one or more video feeds from the vehicle to
a remote operator. The limitations of this method make ve-
hicle tele-operation a challenging task. Cameras have a lim-
ited field of view, so operators must navigate with minimal
peripheral vision. Furthermore, once an object leaves the
the field of view, the operator must rely on his memory and
motion perception to estimate its location. Operators have
limited ways of judging the relative size or position of the
vehicle with respect to environmental elements, although
some context is possible if part of the vehicle is visible in
the image. Video-based tele-operation is susceptible to data
dropouts and latency. If the transmission link between the
vehicle and operator is interrupted, the operator has no vi-
sual or positional feedback from the vehicle. Even without
dropouts, high-latencies make steering difficult, since the

Figure 1. Our approach models 3D environments realistically and
in real-time. The sensors used to capture this scene are mounted on
the vehicle, which is shown using a synthetic representation, but
we render the scene from an over-the-shoulder viewpoint to im-
prove situational awareness for the tele-operator, who is avoiding
obstacles while driving at 23 kph.
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Figure 2. The video-ranging module (a) consists of a video camera and a nodding laser range-finder. The Gator (b) and LandTamer 2 (c)
vehicles were retro-fitted for tele-operation and used in our experiments.

control decisions must be made using outdated information.
Our approach mitigates the problems of video-based

tele-operation by creating, in real-time, a photo-realistic
3D model of the environment surrounding the vehicle (Fig-
ure 1). The 3D model provides a natural scaffolding for
storing visual information that is outside of the current cam-
era field of view. Since the scale of the scene is known, it
is possible to augment the scene with virtual objects, such
as the vehicle itself, to provide spatial context for objects
outside the camera field of view. With our approach, data
dropouts prevent the model from being updated, but they
don’t prevent the operator from seeing the current environ-
ment model. It may be safe to continue driving for a short
time even without data updates, enabling seamless bridging
of temporary data interruptions. Long transmission laten-
cies can be addressed by showing the operator the predicted
vehicle location rather than its last reported location.

A real-time environment model also enables new user
interface concepts that are not possible with video-based
tele-operation. The scene can be viewed from an arbitrary
viewpoint, allowing operators to tailor the viewpoint to spe-
cific tasks. An “over-the-shoulder” viewpoint from behind
the vehicle may be best for general driving, while a top-
down view is better for parking. Objects in the environment
can be analyzed geometrically, for example, to determine
if a path between obstacles is wide enough to pass through.
Since the visualization process is separate from the environ-
ment modeling process, these tasks can run independently,
allowing unique capabilities, such as fast update of the visu-
alization but slower model updates based on available band-
width, and simultaneous visualization of multiple virtual
camera viewpoints (e.g., forward view, over the shoulder
view, and top-down view).

2. Related work

Our work can be considered an example of model-based
tele-operation [3], which is often used for remotely oper-

ating robots in long latency situations, such as control of
space robots. The models are typically not photo-realistic
and not well-suited for tele-operating vehicles (e.g., [10]),
though recent work shows the potential for more realistic
models [1].

Most similar in spirit to our work is that of Johnston et.
al, who have developed a real-time method that uses stereo
imagery and ladar to visualize a 3D environment for tele-
operating a manipulator [7]. Their method uses either col-
orized points (similar to our baseline setup), textured trian-
gles, or quads. Our approach differs in the details of the im-
plementation, and our method handles both near-field and
far field scene elements.

Modeling using laser scanners and imagery has been
well-studied, especially in the context of modeling urban
environments from terrestrial sensors [2, 6, 4]. Recent work
on city and environment modeling using stereo and video
shows promise as well [13, 15]. These systems all operate
off-line using batch data (e.g., [2, 6, 4, 15]), or they make
key algorithmic assumptions that limit their use to urban
environments (e.g. [13]).

Various methods for generating virtual viewpoints of a
scene have been developed over the years. Image-based ren-
dering techniques allow novel views to be synthesized us-
ing images only, but the methods are limited to viewpoints
close to or between camera viewpoints [11]. Camera-based
methods can also be used to create 3D models, using meth-
ods such as virtualized reality [8]. Recent work has shown
that 3D can be extracted from a single image [5], but these
methods are not as accurate as laser scanners and do not
work in real time.

Our approach differs from this related work in signifi-
cant ways. First, we address the real-time and online needs
of tele-operation of vehicles at high speeds. Second, we
focus on a complete model of the environment, including
ground and non-ground objects, and near- and far-field re-
gions. Finally, we are interested in photo-realistic visual-
ization rather than geometrically accurate modeling, which



Figure 3. The operator control station allows the remote operator
to steer the vehicle and control its speed while visualizing the en-
vironment from user-selectable viewpoints.

changes the emphasis of the modeling approach.

3. Sensor and vehicle platform

Real-time 3D modeling from a moving vehicle depends
critically on a good sensor and platform design. In our ap-
proach, we use a custom-built, self-contained sensor, known
as the video-ranging module (VRM), which produces time-
stamped images and 3D point data in the sensor’s local coor-
dinate system (2a). The VRM consists of a SICK LMS-291
laser scanner and a Point Grey Bumblebee 2 video camera.
The laser scanner is a single line scanner that is mechan-
ically actuated to nod up and down. The scanner has the
following characteristics: maximum range – 80m, field of
view – 90◦ H by 50◦ V (+10◦ to -40◦), resolution – 0.5◦ hor-
izontally, and data rate – 13,575 points/second. The stereo
capabilities of the camera are not used in this work, and
while it would be possible to accomplish 3D modeling with
stereo (e.g., as in [7]), the accuracy of current stereo al-
gorithms is not as good as laser scanners. The camera pro-
vides 720 x 500 pixel images, with a 60 degree field of view
at a frequency of 5 Hz. Calibration is performed to verify
the camera manufacturer’s intrinsic parameters and to de-
termine the relative pose between the camera and the laser
scanner. This calibration enables 3D points from the laser
scanner to be projected into the image to determine the cor-
responding image pixel. Additional calibration is conducted
using a white reference target to correct for vignetting and
color differences between multiple cameras. The pose of
the VRM with respect to the vehicle frame is also estimated
to allow sensor data to be transformed into world coordi-
nates while the vehicle is moving.

We have conducted experiments using two different tele-
operated vehicles. The first vehicle is based on a Gator
platform from John Deere that has been retro-fitted to al-
low remote steering and throttle control (Figure 2b). The

vehicle is also equipped with an inertial navigation system
(INS) for estimating the vehicle pose, wireless communica-
tion, and on-board computers for vehicle control and data
logging. The second vehicle is based on a LandTamer 2
platform, which was similarly retro-fitted for tele-operation
(Figure 2c). The Gator vehicle is equipped with a single
forward-looking VRM, while the LandTamer platform has
three VRMs angled at 30◦ with respect to one another to
provide a panoramic active viewing region. The camera and
laser data from each VRM, as well as the vehicle pose infor-
mation, is time-tagged, compressed, and transmitted to the
operator control station, where the model is constructed and
visualized. The operator control station consists of an off-
the-shelf computer (Intel Q6600 quad-core 2.4 GHz CPU,
GeForce 8800 Ultra video, and 4 GB memory), monitor,
and a steering wheel and pedals (Logitech MOMO) for con-
trolling the vehicle (Figure 3).

4. 3D visualization overview
Given a laser scanner mounted on a vehicle as described

in Section 3, it is relatively straightforward to colorize the
points by projecting them into the most recent camera image
and then display the resulting colorized point cloud in real-
time. Unfortunately, the results, as shown in Figure 4, are
not photo-realistic, and it would be difficult to tele-operate
a vehicle using just this information.

There are a couple of significant problems with this naı̈ve
implementation of real-time environment modeling. First,
the laser data is at a much lower resolution than the image
data – angular resolution of 1◦ for the laser versus 0.083◦

for the camera. As a result, more than 99% of the image
information is being discarded. Second, the laser data has a
limited range, which is shorter than what is needed to tele-
operate a vehicle even at moderate speeds. For road sur-
faces, the effective maximum range is about 25 meters, less

Figure 4. Simply colorizing the points from the laser scanner pro-
duces an unsatisfactory visualization. Objects are blurry, and gaps
appear between the points, especially in regions seen close-up.



Figure 5. Our approach combines several modeling techniques, in-
cluding estimating and texturing the ground surface, detecting and
modeling non-ground surfaces, and filling in distant regions with
a panoramic billboard.

if the road surface is dark or wet. Beyond this distance,
the road shape, as well as obstacles in the road, are com-
pletely unknown to the operator, which necessitates driving
at slower speeds.

Our approach addresses the limitations of the naı̈ve
approach through several independent techniques, which,
when taken together, result in a photo-realistic environment
model that enhances the tele-operation experience (Fig-
ure 5). The environment is divided into three classes of in-
formation to be modeled: ground surfaces, non-ground sur-
faces, and distant regions. We explicitly model the ground
surface as an elevation map and apply a texture map to that
surface using the video imagery. We have implemented two
different approaches to non-ground surface modeling. One
technique is to interpolate the raw point data to be approx-
imately the same resolution as the image data and then use
the same colorization method that is used for the raw 3D
points. The second technique is to model the objects us-
ing solid voxels wherever the data is sufficiently dense and
then texture map these voxel surfaces. Finally, regions be-
yond the 3D sensor horizon are modeled by a planar “bill-
board” geometry that is visually realistic as long as the vir-
tual viewpoint is not too far from the actual camera. These
techniques are detailed in the next several sections.

5. Ground surface modeling

The ground surface is modeled using a gridded height
map with square cells. The problems of determining which
3D points are part of the ground and estimating ground
height are inter-related, in that it is easier to estimate one
quantity if the other is known. While there are sophisticated
ways to approach this “chicken-and-egg” problem through
probabilistic reasoning or iterative optimization methods
(e.g., [17]), the real-time constraints necessitate a more

Figure 6. The ground surface is estimated using an elevation map,
triangulated (inset), and texture mapped. The texture extends be-
hind the vehicle, outside the current sensor field of view, giving
the operator historical context.

computationally tractable approach. In our approach, we
first estimate ground heights based on all the points, and
then use this height estimate to classify points as ground or
non-ground.

As points are received, they are transformed into world
coordinates using the current vehicle pose. The points, in
world coordinates, are added to a sparse 3D grid of voxels.
The ground surface is represented by a 2D elevation map
coincident with the x-y plane of the voxel grid. The height
of a cell in the elevation map is set to the average height of
the points found in the bottom-most occupied voxel in the
column of voxels above that cell.

Because of the limited resolution of the 3D sensor, some
height map cells may have no measurements. We therefore
apply an interpolation algorithm to fill small holes. We use
linear interpolation across gaps smaller than a configurable
number of cells, first computing in the X direction and then
in the Y direction for any remaining holes. We also exper-
imented with more complex methods, such as Kriging, but
we found that the visual improvement was not enough to
offset the added computational cost.

Next, the height map is triangulated (Figure 6, inset).
Rather than triangulating using the height map cell centers
directly, we first estimate the heights of the cell corners by
averaging the heights of the occupied neighbors. This extra
step allows triangulated geometry to extend to the very edge
of the height map rather than leaving a half-cell of empty
space that would have to be handled as a special case.

Finally, the ground surface texture is computed (Fig-
ure 6). We have experimented with two different texture
mapping techniques. The first method, described here, cre-
ates an explicit texture map for the ground surface using
a method similar to that used in [14], while the second
method, described in Section 8, uses the image itself as
a texture map. For explicit texture mapping, the 2D cor-
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Figure 7. We developed two methods for modeling non-ground regions. Non-ground points can be interpolated to provide dense, colorized
point clouds (a), or they can be modeled using solid voxels (b), which appear realistic when texture-mapped (c).

ners of the elevation map cells are mapped onto a blank
texture map uniformly, so that each elevation map cell is al-
located the same number of pixels in the texture map. For
each 3D triangle in the ground surface, the source texture is
found by projecting the triangle into the latest camera im-
age. The destination texture is determined by the aforemen-
tioned mapping of elevation map cells onto the texture map.
The source image triangle is then warped into the shape
of the destination triangle in the texture map, and the im-
age data is copied using bilinear interpolation. Note that
this is an approximation to the true interpolation that a pro-
jective warping would need, but the effect is negligible for
small triangles. The texture for ground surface triangles that
project outside of the camera’s field of view are not updated.
As a result, the ground surface maintains the texture of the
last known view of that surface patch, and a history of the
ground surface behind the vehicle is preserved.

For efficiency, the ground surface height map is divided
into tiles consisting of a fixed number of cells in each direc-
tion. This ground surface tiling allows us to efficiently han-
dle an arbitrarily large ground surface map. As the vehicle
travels, regions that are beyond the sensor range and outside
the area that the operator needs for driving can be saved to
disk or discarded. Only those tiles where new data is ob-
tained need to be recomputed in a given time step, which
eliminates redundant computation on unchanging map re-
gions.

6. Non-ground modeling

Non-ground points are processed differently from
ground points, since they generally cannot be modeled as
a height map. Non-ground points are segmented from
ground points using a threshold-based classification strat-
egy. Any point more than a given distance above the cur-
rently estimated ground surface are considered to be non-
ground points. The threshold is set based on the laser
scanner uncertainty and pose uncertainty. One side effect
of this method is that non-ground points very close to the

ground are not modeled, causing non-ground objects to float
slightly above the ground. This effect is not very noticeable,
though, and it could be addressed by a more complex clas-
sification algorithm.

We have developed two methods for modeling non-
ground regions. In the first method, non-ground points are
simply interpolated (Figure 7a). Since the 3D point mea-
surements are regularly sampled in both azimuth and eleva-
tion, groups of four neighboring points form a quadrilateral
in 3D. New points are created by bilinearly interpolating
between these four points. A surface orientation check is
performed to prevent interpolation across obliquely viewed
quads (which are likely to be depth discontinuities in the
scene). Once the points are interpolated, they are colorized
by projecting them into the current camera image. Point
projection efficiency is improved by de-warping the camera
image to remove lens distortions. The interpolation resolu-
tion can be set dynamically to match the image pixel reso-
lution.

The second non-ground modeling method represents ob-
jects using sets of occupied voxels (Figure 7b,c). An occu-
pied voxel is formed whenever the density of points within
a single voxel reaches a certain threshold (essentially a sim-
plified 3D occupancy grid [12]). A region-growing algo-
rithm is used to group occupied voxels into objects based on
physical adjacency in the 3D grid. The voxel-based objects
can be colored based on their object identity (e.g., object
one is colored blue, object two is colored red, etc.), or the
outer surfaces can be texture mapped. We use the projective
texturing method described in Section 8 for this purpose.

7. Distant surface modeling

Surfaces beyond the range of the laser scanner have no
geometry associated with them. For those situations, the
environment is modeled using a planar billboard surface. In
the simplest case, the billboard is a projection of the camera
image (with lens distortions removed) onto a planar surface
located in the environment (Figure 8). The billboard sur-
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Figure 8. A panoramic billboard background fills in the distant regions of the scene. When viewed from the side (a), the billboard can be
seen floating a fixed distance in front of the vehicle. When viewed from locations closer to the vehicle, the transition from 3D to planar
billboard is nearly invisible (b), and distortions are not significant even at fairly large distances from the true camera viewpoint (c).

face must be properly positioned with respect to the camera.
That is, the surface must be parallel to the actual camera
imaging plane, located along the camera’s optical axis, and
sized adequately to encompass the reprojected image. Un-
like the geometry of the other aspects of the environment
model, the billboard moves with the vehicle, or more pre-
cisely, with the camera.

A billboard gives a realistic visualization of the distant
objects in the scene, such as the sky, distant road surfaces,
and buildings. When the virtual camera is at the same po-
sition as the actual camera, the transition between the mod-
eled geometry from the ground and non-ground objects and
the unmodeled geometry in the billboard is almost imper-
ceptible. As the virtual camera moves away from the ac-
tual camera position, the distortion becomes more appar-
ent. However, since the unmodeled surfaces are relatively
far away, the effect is realistic even for fairly large differ-
ences between virtual and real camera position.

One challenge of 3D modeling of complex scenes is en-
suring that objects in the environment are only modeled
once. For example, a non-ground object, such as a tree,
should not also appear in the billboard background. Such
duplicate objects can be confusing and detract from the re-
alism of the model. Our approach to this problem is to filter
out these foreground objects from the billboard background
by making such regions transparent. We use a method based
on the well-known technique of shadow-mapping [18]. The
scene is rendered from the perspective of the latest camera
image to determine the scene depth from that viewpoint.
Then, when rendering the scene from a virtual viewpoint,
a test is performed to determine whether a given rendered
pixel on the billboard should be textured or transparent. The
test checks whether the depth of the billboard point (as seen
from the real camera’s viewpoint) is greater than the depth
of the closest object along that same ray. If so, then the
point is occluded and should be transparent, otherwise it
should be textured with the corresponding information from
the camera image. This method is efficiently implemented

using OpenGL and GPU programming.

8. Texture-mapping using projective texturing
As an alternative to explicitly texturing surfaces as de-

scribed in Section 5, we also experimented with a more
efficient and visually realistic texturing method using pro-
jective texture mapping [16]. Projective texture mapping
textures a scene as if the texture map were projected onto
the scene by a slide projector. In our case, the camera im-
age (with distortion removed) is projectively textured onto
the scene. When the virtual camera viewpoint is similar to
the real camera viewpoint, this approach uses the texture
map pixels very efficiently, since small, far away regions in
the scene correspond to small regions of the camera image,
while large, nearby scene regions correspond to large re-
gions of the image. In such cases, rescaling of the original
texture is minimized, preserving the detail of the original
image to the extent possible.

We implemented projective texture mapping using GPU
programming. The baseline approach is to texture using the
most recent camera image. However, this method does not
preserve scene regions once they pass outside of the camera
field of view. To address this limitation, we maintain a his-

Figure 9. Projective texturing is a hardware-based alternative to
texture-mapping that improves realism and efficiency.



tory of previous camera images and use multiple textures.
The number of previous images is limited by the texture
memory of a given graphics card as well as limits on the ar-
gument list length of GPU shader routines. We have found
that with current graphics cards, a maximum of 12 images
is typical. Rather than use the last N images from a given
camera, which would be highly redundant, our strategy is
to selectively pick images spaced evenly over a given dis-
tance of vehicle travel (e.g., every 2 meters). The result,
as shown in figure 9, is a realistic textured history extend-
ing a fixed distance behind the vehicle. The textures must
be applied in temporal order to ensure that the latest view
of a particular surface is displayed. The disadvantage of
projective texture mapping is that the historical texture map
cannot extend indefinitely. We are investigating methods
to preserve the textures by transferring the texture informa-
tion from the GPU back to the CPU or by combining the
projective texture mapping method with the manual texture
mapping method described in Section 5.

9. Results
We conducted a formal user study using the Gator ve-

hicle platform to compare the performance of our 3D tele-
operation approach to video-based tele-operation and to di-
rect driving (i.e., driving the vehicle normally). The task
was to drive the vehicle on a predetermined route through
a challenging obstacle course consisting of several narrow
gates, sharp turns, lane-changes, and slaloms (Figure 10).
Five users with varying skill levels navigated the course un-
der each driving condition (direct driving, video-based tele-
operation, and 3D-based tele-operation). The users were
first trained using a separate training course to familiarize
themselves with the vehicle and system capabilities. The
user trials were randomized to limit the effect of experience
on the test course from previous trials. The experiment used
the point-based non-ground modeling method and the non-
projective texture mapping method, because the alternate
methods were developed later. The results of the study in-
dicate that the 3D tele-operation approach significantly im-
proves performance, both in terms of driving speed and re-
duced number of errors (i.e., obstacles hit) when compared
to video-based tele-operation. On average, driving speed
was 30% higher using our proposed approach (1.3 kph vs.
1.0 kph) and had 48% fewer errors (5.0 vs. 9.6). Users
uniformly reported that they preferred the 3D-based tele-
operation mode to the video-based mode. Subsequent infor-
mal, experiments further validated the approach, which al-
lowed tele-operation at speeds of up to 25 kph on dirt roads
with obstacles (Figure 1). See [9] for further details about
these experiments.

User studies have demonstrated the benefits and unique
capabilities that 3D environment modeling offers for tele-
operation. One of the key advantages of the approach is the

ability to view the scene from arbitrary viewpoints, rather
than being limited to the original camera viewpoint. One
viewpoint that is particularly useful for tele-operation is the
“over the shoulder” view, in which the virtual camera is
placed behind and slightly above the vehicle. This view-
point, which is common in driving video games, allows the
operator to see the vehicle (or an augmented reality ver-
sion of the vehicle) and its relationship with the environ-
ment. Obstacles that have passed outside the camera’s field
of view can still be seen, and steering decisions can be made
accordingly. This capability allows an operator to safely
navigate tight spaces that would not be possible with video-
based tele-operation. A top-down viewpoint is also useful
navigating tight spaces and also for tasks like parallel park-
ing and driving in reverse (Figure 11).

10. Summary and conclusions
We have described a method for creating photo-realistic

models of real-world environments using the fusion of 3D
data from laser scanners and 2D imagery from cameras.
The method combines several techniques, including esti-
mation and modeling of the ground surface, segmentation
of non-ground points from ground points, modeling non-
ground points using point interpolation or sets of textured
occupied voxels, and modeling of distant surfaces using
billboards. Together, these methods allow real-time 3D
modeling of the environment surrounding a mobile platform
for the purpose of improving tele-operation capabilities.

Our approach offers many advantages over traditional
methods of tele-operating vehicles, including the ability to
record and visualize information that lies outside the current
sensor field of view, the ability to view the scene from view-
points that are different from the original camera viewpoint,
and the ability to modularize and separate the processes of
data transmission, world modeling, and visualization.

The modeling process can be improved in many ways,
and these are the subject of future research. First and fore-
most, we have implicitly assumed that the scene is static.

Figure 11. An overhead view allows task-specific operations, such
as reversing the vehicle into a parking space without the benefit of
a rear-facing sensor as shown in this sequence of three images.
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Figure 10. In a user study, subjects tele-operated a vehicle through an obstacle course (a). The view from the single on-board camera
provides limited knowledge about the vehicle’s position relative to the obstacles (b), while the virtual viewpoint in our 3D model provides
the needed context to localize the vehicle.

Moving objects add an extra level of complexity, since they
must be segmented and tracked individually. However, this
problem has been studied by other researchers, so we are
confident that our method can be extended to handle mov-
ing objects. Second, the method does not directly model
translucent, transparent, or porous objects (such as sparse
vegetation). Typically, these objects are modeled based on
the foreground object. For example, the scene behind a
chain-link fence will be pasted onto the fence itself. While
some work has been done on detecting layers in images,
the current methods are not fast enough for real-time us-
age. Finally, it should be possible to improve long-distance
modeling using stereo or structure from motion, and we are
investigating ways to fuse stereo and laser data for this pur-
pose.
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